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ABSTRACT

When we observe the world, we appreciate not only the colors, shapes, and textures of people and objects, but
also how they interact with one another (e.g., in events such as a girl pushing a boy). Although it might seem
intuitive that extracting events and other relations would require active effort and multiple fixations, a growing
body of vision research suggests that humans rapidly and automatically extract relational informa-
tion—including the structure of events (i.e., who is acting on whom)—from a single fixation. These findings
suggest that aspects of event structure can often be perceived without extensive visual interrogation. Yet despite
this progress, much remains unknown about how visual events are perceived and represented—particularly for
complex events (e.g., those involving roles beyond Agent and Patient, or events with multiple salient construals,
such as chase vs. flee)—and how these emerging representations interact with language during interpretation and
production of utterances about events. The visual world paradigm (VWP) offers a powerful tool to address these
questions about the perception-language interface, by revealing which event representations are active when and
by probing how language may guide event construal in real-time. We review eyetracking work in VWP studies of
language comprehension and language production, as well as in related tasks, that provide initial insights into
online event apprehension. This work suggests that (1) event apprehension and linguistic encoding are closely
coordinated, interacting earlier and more continuously than previously recognized, and (2) fixations may serve
to refine or disambiguate relational information extracted during initial processing— such as identifying event
participants or clarifying their roles (e.g., as Instruments, Goals, or Recipients)—with language in some cases
guiding attentional prioritization towards certain event components. More generally, this perspective offers a
foundation for future VWP research exploring the dynamic relationship between seeing, listening, and speaking.

1. Introduction

occurring in the street. These impressions capture relations: attributes
that describe interactions or connections between two or more entities,

What we appreciate from a visual scene goes far beyond retinal
stimulation. Consider the image in Fig. 1. You surely notice that the
individuals are similar in real-world size, despite their different angular
extents; that the girl has two hands despite that one of them is occluded;
and even that the two individuals on the left are both boys, despite their
differences in posture and clothing. This ability reflects what is widely
held to be a primary function of vision: to infer distal properties of ob-
jects, including their sizes, shapes, surface properties, locations, and
perhaps even their categories (Marr, 1982). But beyond such properties,
you likely also grasp other aspects of this scene: that the boys are on a
skateboard, that the girl is pushing them, and that this activity is

extending beyond the individual properties of each entity to encompass
their spatiotemporal and causal structure within their broader envi-
ronment (see e.g., Hafri and Firestone, 2021; Zacks, 2020).

What kinds of mental processes give rise to relational representations
such as these? Under the traditional perspective on visual perception
mentioned above, this kind of process is one that requires active
engagement and deliberative inference, over and above the usual “un-
conscious inferences” performed by visual processing. In other words, if
what vision provides is primarily the lower-level properties and loca-
tions of objects, some kind of additional processes—active “visual rou-
tines” of sorts (Ullman, 1984)—would have to sequentially ‘“stitch
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Fig. 1. An everyday scene featuring multiple events (such as pushing, sitting,
and rolling) and other relations (such as contact and support). A growing body of
literature suggests that we extract many such relations spontaneously in the
course of visual processing, just as we extract more basic properties of the
world, such as the colors and textures of the clothing, or the sizes, shapes, and
locations of the visible objects (the boys, the girl, and the skateboard). Photo
credit: Pressmaster, Shutterstock.

together” these more basic elements into a relational representation.
This has often been assumed to require successive shifts of attention
(Ullman, 1984, 1996; Yuan et al., 2016; Holcombe et al., 2011) that
would typically manifest in corresponding successive shifts in eye po-
sition through saccades and fixations (e.g., Hoffman, 1998).

However, a growing body of research suggests that, for some kinds of
physical and social relations (including pusH, Hit, and even cHase), the
visual system can rapidly construct relational representations—includ-
ing their abstract structure (e.g., who is acting on whom)—based on
information gleaned from a single fixation, and that it does so sponta-
neously or even automatically (for a review, see Hafri and Firestone,
2021). Moreover, these representations appear to be in a format that is
accessible to higher-level cognitive systems such as language and
reasoning, aligning with recent proposals arguing that perception fur-
nishes abstract, structured information that can be “readily consumed”
by higher-level cognitive processes (Quilty-Dunn, 2020; see also Alt-
mann and Kamide, 2007, 2009; Cavanagh, 2021; Hafri et al., 2023; Hafri
and Papeo, 2025; for more detailed discussion of the content and format
of these representations, see Section 2.3).

These and related findings provide an interesting opportunity to
connect with the field of psycholinguistics and in particular one of its
primary behavioral methods: the visual world paradigm (VWP). In the
VWP, participants’ eye movements are recorded while they are engaged
in a task that involves the use of spoken language to interact with a
visually co-present referent world. Gaze locations and durations are
measured in order to make inferences about linguistic and cognitive
processes on a moment-by-moment basis, including inferences about
spoken word recognition (e.g., Allopenna et al., 1998), sentence
comprehension (e.g., Spivey et al., 2002; Degen and Tanenhaus, 2016),
sentence production (e.g., Griffin and Bock, 2000; Gleitman et al., 2007)
and even joint communication among interlocutors (e.g., Brown-
Schmidt et al., 2008; Heller et al., 2008). A good deal of this research
happens to be about the language of events: the processing of verbs,
tense, case markers, prepositions, and syntactic structure—all of which
convey who-is-doing-what-to-whom, when, and where. Yet, as we
discuss further below, only a small subset of this work has focused
specifically on understanding how events are perceived and interact
with linguistic processing.

In what follows, we first highlight key findings from the recent
literature on event perception, demonstrating that visual processing
rapidly and automatically extracts relational categories and structure
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from visual scenes (both foveally and extrafoveally).l While there are
limits to the complexity and granularity of information gleaned in this
way, such representations appear to be in a format that can be easily
“read out” by higher-level cognitive systems, including language.

We then turn to how eyetracking has been used to study language
processing (both comprehension and production) in the context of
events, in the VWP and related paradigms. Our goal is to address two
central questions that arise from the findings on relation perception:

1. What does the current VWP research tell us about the perception of
events and how it interacts with language processing?
2. How can the VWP be used to better understand these processes?

Our review leads us to two main conclusions. First, event appre-
hension and linguistic encoding are tightly coordinated, interacting
earlier and more continuously than is often assumed. Second, fixations
in these tasks may function not only to index the allocation of overt
attention, but also to refine or disambiguate relational information
extracted during initial processing—for example, by identifying event
participants or clarifying their roles (e.g., as Instruments, Goals, or
Recipients)—with language sometimes guiding attention toward
particular event components.

Along the way, we outline a roadmap for integrating event percep-
tion and VWP in future research. In particular, we suggest that sys-
tematically manipulating the timing of visual information relative to
linguistic engagement will help us understand both the event perception
process itself, and the role—and limits—of language in guiding event
construal.

2. Rapid extraction of relation information
2.1. A new perspective on relation perception

The idea that visual perception represents certain events and other
relations dates at least to Michotte’s investigations of now classic
‘launching’ stimuli (Michotte, 1946,/1963). When one disc approaches
another, stops, and the second disc starts moving, people experience the
impression of a causal interaction: of one disc causing another to move.
The experience can be phenomenologically compelling and resistant to
higher-level knowledge and beliefs (e.g., knowledge that the discs are
simply shapes projected on a screen), and more modern tools of vision
science have provided evidence that such interactions are genuinely
perceived (e.g., they show retinotopic adaptation; Rolfs et al., 2013;
Kominsky and Scholl, 2020).

More generally, a growing body of empirical literature has found that
many types of relations, involving both social and physical events, are
extracted rapidly and automatically in visual processing (for a review,
see Hafri and Firestone, 2021). This is true even for naturalistic static
snapshots of events, from which full information about what will or has
transpired must typically be inferred (e.g., from an image of the moment
of contact between a kicker and kickee; Dobel et al., 2007, 2010; Gla-
nemann et al., 2016; Hafri et al., 2013; Hafri et al., 2018; Hafri et al.,
2024; Peng et al., 2020). This work has used brief-display paradigms and
tasks with time-constrained responses to provide evidence that certain
aspects of relational encoding are indeed accomplished via rapid
perceptual processes, including the extraction of abstract roles (Agent
and Patient; Hafri et al., 2013, 2018; Vettori et al., 2024b) and relational
categories (such as Kick, TAP, CONTAINMENT, Or supporT; Dobel et al., 2010;
Glanemann et al., 2016; Hafri et al., 2013, 2024; Vettori et al., 2024a)
(see Fig. 2).

1 Out of a need to constrain the length of this paper, our focus will be on
event relations and event structure. We do, however, situate our discussion
within the broader topic of relations as a whole, including spatial relations,
which are often intimately connected to events.
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Fig. 2. (a) The task used in Hafri et al. (2013), in which participants reported event category or event roles after observing a briefly displayed and masked
photograph of two-participant interactions. (b) Participants could reliably extract event category and event role, even when probed with an implicit prompt that did
not directly reveal when event role information was being probed. (c¢) In Hafri et al. (2018), participants had to quickly perform a simple visual task (which side is the
blue person on, left or right?) on a continuous sequence of photographs of two-participant interactions involving Agents and Patients. (d) When the role of the target
individual switched from one trial to the next, participants were slower to respond than when roles repeated, even though event information was not directly probed,
suggesting that participants were spontaneously encoding event-role information. Error bars in B and D reflect 95% within-participant confidence intervals.

Figures adapted from Hafri et al. (2013, 2018).

For example, Hafri et al. (2013) found that after viewing a natural-
istic two-participant event scene for a brief amount of time (37-73 ms)
followed by a visual mask (Fig. 2A), observers could select which of two
event categories they saw when prompted (e.g., “Did you see kicking or
tapping?”; Fig. 2B). Similarly, observers could also make judgments of
role assignment from these brief displays (“Did the man (or woman) do
the kicking?”; Fig. 2B). Evidence suggests that observers make these
judgments based on coarse-grain postural information, as disrupting the
canonical postures or orientations of event participants (e.g., making the
Patient more “Agent-like” by having them lean forward toward the
Agent with outstretched arms) disrupts this ability (De Freitas and Hafri,
2024; Hafri et al., 2013; Vettori et al., 2024b). Relatedly, other work has
demonstrated that observers can determine the coherence of a visual
scene (i.e., whether the entities were interacting meaningfully or not)
from a display of just 30 ms (Dobel et al., 2010; Glanemann et al., 2016).

Remarkably, the assignment of event roles in visual processing ap-
pears to be spontaneous, occurring without conscious deliberation about
the particular event taking place (or indeed about events, more gener-
ally). For example, Hafri et al. (2018) asked observers to make simple,
speeded judgments on event scenes involving asymmetric roles (i.e.,
Agent and Patient) while viewing these scenes in a continuous sequence
(Fig. 2C). Observers reported the location (left or right) of a target in-
dividual (e.g., the blue-shirted man)—a task orthogonal to event infor-
mation. Despite the ease of this task and the irrelevance of event role
information to successfully completing it, changes in role assignment (e.
g., the blue-shirted individual switching from Agent to Patient) inter-
fered with participants’ performance, resulting in a “role-switch cost” to
their response times, even across changes in event type (e.g., tickling to
biting) (Fig. 2D). Role information appears to be extracted somewhat
independently from event category information (Hafri et al., 2013), as
similar role-switch costs occur even in the absence of meaningful event
category information, when Agent- and Patient-like postures are
randomly paired with one another (Vettori et al., 2024b). Taken

together, this work demonstrates that event structure is rapidly and
automatically extracted and that the role information extracted at these
timescales is abstract in nature, not tied to or dependent on specific
knowledge about the precise kind of event taking place.

2.2. Extra-foveal relational information: Extraction and its limits

The work discussed above shows that in many cases, information
about events and other relations can be extracted from a single fixation.
These findings suggest a rethinking of approaches that advance a pri-
mary role for active, sequential routines for relational encoding
(Ullman, 1984, 1996). However, it is important to note that much of the
information available about events extends beyond the fovea. To expe-
rience this yourself, glance at the edge of the image in Fig. 1, and notice
the difference between what event-relevant information is available at
fixation and what you apprehend from the corner of your eye. This
experience should make clear that the extraction of event information
from a single fixation must rely at least in part on parafoveal and
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peripheral visual input.? As we discuss below, there are limits to what
information may be extracted extrafoveally, paving the way for in-
vestigations of eye movements—including in the visual world para-
digm—in revealing the nature of event apprehension and how it makes
contact with linguistic processes.

Work in scene perception has found that the rapid extraction of scene
‘gist’ (category, e.g., kitchen) can be supported by foveal, parafoveal, and
peripheral processing simultaneously (Castelhano and Heaven, 2011;
Castelhano and Henderson, 2007; Greene and Oliva, 2009a, 2009b;
Larson and Loschky, 2009; Pereira and Castelhano, 2014; Torralba et al.,
2006). Growing evidence suggests that this gist information includes not
only category information, but also structural information about spatial
layout and even the hierarchical and functional relations between ob-
jects in a scene (e.g., pots appear on stoves) (Josephs et al., 2016; Kadar
and Ben-Shahar, 2012; D. Kaiser et al., 2019; Sun et al., 2016; Turini and
Vo, 2022; Vo and Henderson, 2009)—a format described by some re-
searchers as a kind of “scene grammar” (Vo et al., 2019; Vo, 2021).
While earlier work has richly documented how co-occurrence associa-
tions between objects and scenes (e.g., pots appear in kitchens) facilitate
object and scene recognition (Davenport and Potter, 2004; Hollingworth
and Henderson, 1998; Hwang et al., 2011; Mack and Eckstein, 2011;
Oliva and Torralba, 2007; Underwood et al., 2008), structural infor-
mation captures finer-grained expectations about how objects are ar-
ranged and interact within a scene.

Others have extended investigations of scene gist to event percep-
tion, examining the kinds of representations that can be formed extra-
foveally. For instance, Dobel et al. (2010) found that observers can
report Agent and Patient role assignments and the coherence of event
scenes presented briefly (<300 ms) and peripherally, but they required
fixations on action-relevant areas (e.g., the Agent’s hands) to identify
many actions, apart from those inferrable from coarse postural infor-
mation (e.g., kicking). Corroborating results have shown that observers
can accurately identify the roles and (in some cases) category of action
in scenes presented briefly (300 ms) in the periphery (Isasi-Isasmendi
et al., 2023; Sauppe and Flecken, 2021). Moreover, a recent study found
that observers show categorical-perception effects for event categories
(e.g., pouring vs. scooping) even when scenes are presented peripherally
for just 100 ms (Ji and Scholl, 2024).

Together, these studies reveal the types of information available
parafoveally and peripherally: coarse postural and animacy cues that
allow for role identification and, in some cases, event-category identi-
fication. Crucially, the difference here seems to be in the availability of
information rather than a qualitative difference in processing, as similar
results occur when foveal information is blurred to simulate the spatial
resolution available in the parafovea or periphery (Dobel et al., 2010).
Likewise, the rapidity of extraction appears comparable across foveal
and extrafoveal input. In brief-exposure paradigms where scenes are
initially presented peripherally (e.g., Gerwien and Flecken, 2016; Isasi-
Isasmendi et al., 2023; Sauppe and Flecken, 2021), the first saccade

2 An important distinction in considering the link between eye movements
and attention is that between overt attention—shifting gaze to fixate on a
location or object—and covert attention, which allows selective processing of
locations without moving the eyes (Posner, 1980). This distinction is related to,
but not identical with, the difference between foveal and extrafoveal informa-
tion extraction. Eye movements generally indicate overt attention, and, by
extension, foveal information extraction. By contrast, finding evidence for
extrafoveal information extraction is more subtle: some types may depend on
covert attention, whereas others may not. While some models of saccadic
control hold that covert attention typically entails saccade programming (even
when execution is inhibited), we set aside these mechanistic debates about
which kinds of information require attention, as our arguments do not hinge on
them. For present purposes, saccades can be interpreted as reflecting overt
attention—and thus targeted information extraction—toward an object or
location, regardless of whether the extrafoveal information was covertly
attended beforehand (see Rosenholtz, 2024, for discussion).
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toward the event region often occurs within about 200 ms of stimulus
onset. Because programming a saccade typically takes about 150 ms,
this suggests that the saccade planning itself began within about 50 ms
of scene onset, which aligns with findings from brief-display paradigms
using central presentation (e.g., the 37-ms displays in Hafri et al. (2013);
see also Dobel et al., 2010; Glanemann et al., 2016).

The visual system’s ability to rapidly extract relational informa-
tion—including extrafoveally—does not imply that all aspects of causal,
spatial, and event relations are fully resolved during initial processing.
While relational roles and event categories (e.g., kicking or tapping) may
be extracted from coarse postural information available in lower-
resolution extrafoveal input, finer details about participating entities
may be left unresolved. For example, peripheral vision may traffic in
broad category distinctions such as animacy (animate vs. inanimate) or
approximate size (large vs. small), rather than in more specific cate-
gories or identities (e.g., distinguishing a dog from a cat, or a doctor
from a lawyer) (Freeman and Simoncelli, 2011; Long et al., 2018). Thus,
determining the precise category or identity of participants may some-
times require targeted fixations.

Nevertheless, as brief-display paradigms demonstrate, extrafoveal
cues may suffice to bind roles to individuals in particular spatial loca-
tions even without determining the category of the individual (e.g.,
recognizing the person on the left as the Agent, even without informa-
tion about exactly who the Agent is). This dissociation between partic-
ipant identity and event roles resembles the classic feature-binding
problem (Treisman and Gelade, 1980). Supporting this distinction, Hafri
et al. (2024) found that participants who were searching for a target
image (e.g., knife-in-cup) in a rapid image sequence false-alarmed more
to distractor images depicting different objects in the same relation
(containment, e.g. phone-in-basket) rather than those in a different
relation (e.g., phone-on-basket), suggesting a form of “role-filler inde-
pendence” in visual processing (see also Vettori et al., 2024a).

There may also be limits on what kind of event information is
available at a glance. In particular, thematic role information for more
complex event structures (e.g., transfer events, such as giving) or roles (e.
g., Recipient or Instrument) may take more deliberate inspection of an
event, as we detail below in Section 3.2.1. Given these limits, overt
attentional shifts (indexed by fixations) may be needed to refine or
elaborate relational representations that were initially constructed via
extrafoveally extracted information (whether through covert attentional
mechanisms or otherwise).

This understanding of what kind of event information can (and
cannot) be extracted at a glance may help to resolve a puzzle about event
perception more broadly: how do the eyes “know where to look™ in order
to optimally extract additional information about what is taking place?
The answer is that the rapid perceptual processes we have been dis-
cussing here—including gist extraction for events and other rela-
tions—provide a structured scaffold for more targeted information
extraction (Wolfe et al., 2011; Vo and Wolfe, 2013). Some kinds of in-
formation (e.g., relational categories or event roles) can be triggered by
coarse-grain input and accessed without overt attention, while others (e.
g., detailed object identity or fine-grained attributes) require
high-resolution, localized input.® The key distinction, then, lies not in

3 This view is necessarily simplified. Because events unfold over time,
nonselective “scene” processing—if it includes event information—is inherently
dynamic, with representations that continuously update and incorporate
memory for prior states (see Davis & Altmann, 2021). Indeed, many everyday
interactions depend on such informational histories (e.g., knowing whether
your cast-iron pan is hot or cold). For present purposes, we set aside these
dynamic aspects to focus on how relational information is discussed in the
perception and VWP literatures, which have primarily examined static visual
scenes. However, we expect the kinds of rapid relational extraction discussed
here to apply to dynamic, temporally unfolding events as well, though likely in
a more complex and iterative manner.
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the depth or complexity of the representation but in the amount and
specificity of visual information required to trigger it.

2.3. The content and format of rapidly extracted relational information

These findings also have broader implications for the content and
format of perceptual scene representations and how they interface with
higher-level cognitive systems, including language. First, the content of
such representations extends beyond what is immediately visible in a
“snapshot” of an event. It includes inferred information about what has
or will likely transpire on or between objects—that is, event-based ob-
ject histories (for a review, see Altmann and Ekves, 2019). For example,
in event gist-extraction studies, the “key moment” of an event (e.g.,
contact between the Agent’s foot and the Patient) is sufficient to infer
the category kicking (Dobel et al., 2010; Glanemann et al., 2016; Hafri
et al., 2013). Such effects are so deep enough to alter episodic memory
for dynamic events, provided that continuity cues are present (Boger and
Strickland, 2025; Kominsky et al., 2021; Strickland and Keil, 2011).
Observers even “play forward” state-change events in memory (e.g.,
melting ice), misremembering objects as more changed than they were
(Hafri et al., 2022). Object histories can also be inferred rapidly and
spontaneously in visual processing—for instance, whether a shape with
a jagged mouth-like indentation must have been bitten (Y.C. Chen and
Scholl, 2016) or which objects were placed first to yield a stable block
tower (Wong et al., 2025). Thus, both perceptual and memory-based
event representations contain content going beyond the co-present
scene.

Moreover, the existence of structured representations for rapidly
extracted scene content—and in particular the highly abstract content of
events (including general roles like Agent and Patient)—suggests that
their format is not simply imagistic or “picture-like” (in which the parts
of the representation correspond to parts of the represented scene;
Kosslyn et al., 2006). Instead, the format of these representations may be
more language-like than previously assumed—symbolic and
abstract—perhaps bearing similarities to the traditional notion of a
“language-of-thought” (Fodor, 1975; Quilty-Dunn et al., 2023; Hafri
et al., 2023). By virtue of this shared format, these representations are
likely to interface seamlessly with higher-level systems for language and
reasoning (see, e.g., Altmann and Kamide, 2007; Altmann and Kamide,
2009; Cavanagh, 2021; Hafri et al., 2023; Hafri and Papeo, 2025; Quilty-
Dunn, 2020). In particular, perceptual representations may be readily
translated into conceptual ones, supporting higher-level inference (e.g.,
about who did what to whom) and the updating of internal models of
unfolding events. These conceptual representations (rather than
perceptual ones) are likely those that language accesses and updates,
and they may in turn interface with, or modify, spatial models of the
visual world—updating where entities are located and how they relate
within a scene.

Together, this work suggests that the scene representations that
interface with language—and guide eye movements in response—are
the product of rich inferences extending beyond what is visually present,
and are encoded in a format well suited for efficient interaction with
higher-level cognition.

3. Understanding the relationship between linguistic and visual
representations of events using the VWP and related tasks

Given the theoretical perspective outlined above, the visual world
paradigm (VWP) could provide a compelling window into event
perception itself. In many VWP studies, participants are asked to inspect
a visual scene and listen to or produce utterances that reference events,
event roles, or spatial relations. Because fixations reflect overt attention,
eye movements in the VWP could, in principle, provide a moment-to-
moment window into how observers go from a coarse-grained event
gist to a more fine-grained representation of that event.

However, much existing VWP work, especially in language
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comprehension, eschews this issue by introducing an extended visual
“preview” period before language-relevant aspects of the task begin.
This design permits researchers to assume that perceptual processing of
the scene or event is complete, and that the subsequent language merely
accesses or refers to the product of this process. Doing so allows for a
simplifying linking assumption common among these studies: that eye
movements in the VWP are largely driven by linguistic processes, rather
than perceptual ones (for review and discussion, see Apfelbaum et al.,
2021; Huettig et al., 2011; Magnuson, 2019; Salverda and Tanenhaus,
2017; Tanenhaus and Trueswell, 2006).

We suggest below, however, that parametric manipulation of pre-
view time within the domain of events may give a clearer picture of how
eye movements relate to the encoding of, and linguistic reference to,
events. While this increases the complexity of the linking assumptions
needed to relate eye movements to cognitive processes, it may be
necessary to advance our understanding of how perceptual and lin-
guistic representations interface. Specifically, how do rapidly formed
event representations guide online language comprehension, and
conversely, how does linguistic content—whether heard, anticipated,
planned, or produced—guide apprehension? In the next section, we will
review key findings from the VWP comprehension literature that
address these issues. We then turn to VWP studies of language
production.

3.1. Studies of language comprehension

There is ample evidence from the VWP that the auditory recognition
of verbs, prepositions, and other relational terms triggers the rapid
retrieval of combinatory linguistic information that pertains to event
meaning. For example, hearing the start of a verb phrase (e.g., “The boy
eats...”) prompts anticipatory looks to semantically plausible objects
that afford the described action (e.g., a cake; Altmann and Kamide,
1999), and this effect generalizes across languages with varying word
orders, including the verb-initial Mayan language Tseltal (Garrido
Rodriguez et al., 2023). Similarly, hearing the start of a prepositional
phrase in an instruction (e.g., “Put the duck inside...”) leads to antici-
patory looks toward objects that could plausibly serve as the gram-
matical object of the preposition (e.g., containers such as a can;
Chambers et al., 2004). For native speakers of case-marking languages,
hearing a case-marked noun triggers anticipatory looks toward entities
that could plausibly participate in the event denoted by the verb (e.g., E.
Kaiser and Trueswell, 2004; Kamide et al., 2003; Ozge etal., 2019, Ozge
etal., 2022). Hearing a locative noun phrase modifier (e.g., “Put the frog
that’s on/in...”) guides eye movements to the object visually perceived
as participating in the specified spatial relation (e.g., the one on some-
thing or in something; Novick et al., 2008). Finally, auditory verb
recognition influences downstream parsing and reference resolution,
altering eye movements during sentence processing (e.g., “Tap the frog
with...” vs. “Choose the frog with...”; Snedeker and Trueswell, 2004; see
also Tanenhaus et al., 1995; Spivey et al., 2002). These VWP studies of
language comprehension demonstrate rapid anticipatory activation of
relational information, showing how listeners rapidly connect linguistic
input to conceptual knowledge of events and other relations made
available by the visual displays.

Extending this work, other VWP studies have explored how com-
prehenders infer event-based information while spoken language un-
folds over a viewed scene, anticipating which objects are likely to
participate in an event based on their current states or inferred histories.
For example, Altmann and Kamide (2007) found that a verb’s tense (will
drink vs. has drunk) modulated fixations to objects such as full versus
empty glasses. Later work (Altmann and Kamide, 2009) showed that
listeners can revise their expectations when language conveys updates
about the scene: hearing that a bottle had been moved from the floor to a
table enhanced anticipatory looks toward the updated location (the
table) upon hearing “The woman will pour...”, especially when the
conflicting visual display (still showing the bottle on the floor) was
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removed. These findings suggest that comprehension of event de-
scriptions involves dynamic inferences about object states and spatial
configurations, rather than simple word-to-visual-referent matching,
and that such anticipatory eye movements can arise from internally
generated event representations even without a co-present visual scene.

Nevertheless, these anticipatory effects do not reveal how this in-
formation is visually extracted and represented before the linguistic
input arrives, or how quickly this visually apprehended information
becomes available to interact with language comprehension in real-
time. In other words, they do not reveal when event information is
represented and how it is represented. This is because these studies
typically involve scenarios in which participants have ample time to
visually interrogate or “preview” the environment (typically for at least
one second), during which the construction of relational representations
could proceed slowly and incrementally through visual routines, rapidly
and holistically through gist extraction, or through some combination of
both. Thus, the dynamics of visual processing are not discernible in these
cases.

Additionally, most of the VWP comprehension studies described
above provided participants with visual environments that did not
explicitly depict the linguistically relevant events. Instead, they relied on
participants’ ability to infer object-action affordances (i.e., the action
possibilities of objects based on shape, size, and function) from their
spatial arrangement—a process that itself can occur rapidly through
spontaneous perception (Gibson, 1977, 1979; Guan and Firestone, 2020;
Wong and Scholl, 2024) or more slowly through deliberative inference
(Ye et al., 2009; Wagman et al., 2016, 2018; for detailed discussion as it
pertains to the VWP, see Chambers, 2016). This is important because the
nature of the display can shape what relational information is rapidly
available. Simple arrays of isolated objects—often used in early VWP
work—eliminate cues external to objects themselves but by the same
token lack the structural and semantic constraints present in richer,
more naturalistic or realistic scenes. Yet, as Henderson and Ferreira
(2004) note, these constraints can actually facilitate rapid gist extrac-
tion, meaning that greater scene complexity does not necessarily in-
crease processing demands and may, in fact, support relation extraction.

Notably, some VWP studies have examined the comprehension of
spoken sentences that referred to explicitly depicted events (e.g., Divjak
etal., 2020; Knoeferle et al., 2005; Hoover and Richardson, 2008; Nappa
et al., 2009; Mitsugi, 2017; Soroli, 2024), showing that visually appre-
hended event representations can support real-time sentence proc-
essing—but often after substantial scene preview. For example,
Knoeferle et al. (2005) recorded eye movements as participants
inspected Agent-Patient events (e.g., washing, painting) and heard verbal
descriptions in German that contained temporary syntactic ambiguities
related to thematic role assignment. The visual event scenes aided lis-
teners in resolving these initial ambiguities, demonstrating that repre-
sentations of the perceived events made contact with ongoing linguistic
processing. However, because participants were given ample time for
scene preview, and because eye movements during preview were not
analyzed relative to those that arose during sentence processing, this
work cannot reveal how quickly event relations were apprehended or
how they interacted with linguistic processing in real time.

Other VWP comprehension studies have examined how linguistic
input can bias the ultimate interpretation or construal of depicted
events, although again typically measured after extended scene preview
(e.g., Divjak et al., 2020; Nappa et al., 2009). Nappa et al. investigated
so-called perspective predicates—verbs whose use depends on the
perspective adopted by the speaker (e.g., chase vs. flee, buy vs. sell, win
vs. lose). Children (ages 3-5) were shown static scenes depicting events
such as a bunny chasing an elephant while a speaker on-screen described
the event using a novel verb (“He’s gorping him!”) while gazing from
one participant or the other. Older children used these gaze cues to infer
the verb’s meaning (e.g., a gaze to the bunny indicating a “chase” con-
strual). When syntactic positional cues were also provided (“The bunny
is gorping the elephant!” vs. “The elephant is gorping the bunny!™),
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children overwhelmingly relied on syntax to infer the intended meaning.
In short, the linguistic cues of a co-occurring utterance shaped how
children construed the same visual event. Notably, however, the utter-
ance began at least 1.5 s after event scene onset, leaving open whether
language would alter construal in the absence of such preview time (for
related VWP work that also used extensive scene preview, see Divjak
etal., 2020). Supporting this possibility, studies of spatial relations using
variations of the classic sentence-picture verification task (Clark and
Chase, 1972)—where a sentence precedes a visual display to be ver-
ified—have found that the perspective expressed in the sentence (e.g.,
red above blue vs. blue below red) influences attentional patterns and
response latencies (Roth and Franconeri, 2012; Yuan et al., 2016; Sun
et al., 2025).

These considerations are not merely methodological details to be
resolved for improving VWP research; they are both practically and
theoretically important. Practically, in everyday conversation, a per-
son’s visual environment is constantly changing—objects appear, move,
and disappear, and attention itself shifts with locomotion or task de-
mands. Sometimes language use occurs in familiar, predictable contexts
(e.g., explaining a televised football game to a friend), and other times in
novel ones (e.g., arriving at an unfamiliar party and asking someone to
introduce you to the host). Language taps into these dynamic repre-
sentations, and situating a given VWP preview manipulation along this
continuum can clarify its relevance to real-world language use. Theo-
retically, extended preview time may mask how language itself—and
differences across languages—guides event construal and how observers
interrogate different components of visual events. The VWP, with its
fine-grained temporal sensitivity, is well-suited to probing such
influences.

3.1.1. Manipulating preview time to understand how visual information
modulates comprehension

Only relatively recently have the temporal dynamics of visual
apprehension during VWP language-comprehension tasks become a
more central topic of interest (e.g., Apfelbaum et al., 2021; Q. Chen and
Mirman, 2015; Ferreira et al., 2013; Huettig et al., 2011; Hintz et al.,
2017, 2020; Yee et al., 2011). Key debates center on how much, and
what kinds of, information are computed prior to hearing an utterance.
Specifically, this work asks whether previewing the visual context al-
lows participants not only to generate an accurate perceptual and con-
ceptual encoding of the environment, but also to preemptively generate
expected linguistic codes—ranging from high-level messages to phone-
mic forms.

Although this line of research has not, to our knowledge, specifically
investigated depicted events, it has examined how manipulating preview
time affects the activation of information about objects and their
affordances during comprehension (e.g., Q. Chen and Mirman, 2015;
Hintz, Meyer, and Huettig, 2020; Yee et al., 2011). For example, Hintz,
Meyer, and Huettig (2020) found that longer preview times restricted
anticipatory eye movements to objects with appropriate affordances,
excluding objects that were merely semantically associated or visually
similar. Hearing “The man will peel...” elicited anticipatory looks to a
banana (an affordance-matching object) but not to a monkey (a
semantically associated object) or a canoe (a visually similar object). In
contrast, shorter visual preview times resulted in anticipatory looks to
all three object types compared to unrelated objects.

These findings support two interpretations. One is that extended
visual preview leads to the retrieval of linguistic information, such as
word-object mappings or even phonological representations (p. 465,
Hintz et al., 2017). The other, consistent with the extrafoveal visual-
processing work reviewed in Section 2.2 above, is that longer preview
times might simply allow for more accurate and detailed visual, spatial,
and semantic representations, which linguistic input subsequently ac-
cesses. For example, greater certainty that a monkey is not holding a
banana could suppress looks to that region when hearing “The man will
peel...”. By contrast, shorter previews leave perceptual and conceptual
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representations more uncertain—perhaps there is uncertainty about
whether the monkey is really holding a banana, or perhaps a canoe in
the periphery might be mistaken for a banana—increasing attention to
semantically or visually related objects. Apfelbaum et al. (2021) provide
converging evidence for this interpretation within the domain of com-
prehending nouns.

Regardless of the specific interpretation, these studies make clear
that the amount of time that is available to process visual input prior to
hearing speech influences both language comprehension and attentional
guidance in real-time.

3.1.2. Extending preview-time manipulations to event apprehension

These preview-time effects suggest a way forward for understanding
how event apprehension interacts with language. The perceptual gist-
extraction work reviewed in Section 2.1 shows that basic relational in-
formation (e.g., who is acting on whom) is rapidly and automatically
available even with little or no preview. Furthermore, because this
process is automatic, it should remain largely unaffected by the addi-
tional cognitive demands of comprehending speech (Endress and Potter,
2012), allowing it to occur concurrently with language processing. It is
therefore plausible that within the VWP, ongoing language-
comprehension processes could access basic event-gist information
even under conditions of little or no preview.

Empirical support for this idea comes from Zwitserlood et al. (2018),
who found that briefly flashed (50-150 ms) action scenes that were then
masked primed the naming of subsequent actions, including activation
of their associated word forms. Crucially, they also found that linguistic
primes produced a similar facilitation. Such results suggest that event
scenes viewed for just a brief glance provide sufficiently detailed con-
ceptual information to facilitate both scene apprehension and linguistic
encoding. Likewise, preliminary VWP evidence that event gist is
immediately available to ongoing linguistic processes comes from J.
Chen and Trueswell (2025). When asked to select among two depicted
events based on spoken linguistic input, observers showed above-chance
eyegaze to the target event image at verb offset (“The red person is
kicking...”) even in the absence of visual preview, i.e., when the
depicted events were not displayed until the onset of the verb itself.
Given these findings, it is possible that event gist information available
from minimal preview could affect real-time language processing, such
as aiding in the resolution of syntactic disambiguities (e.g., Knoeferle
et al., 2005).

At the same time, important questions remain about the flexibility of
the initial event apprehension process itself, particularly in contexts of
language comprehension (Ferreira et al., 2013). For example, does
knowing that there will be language produced by some other co-present
observer lead to ‘message-level’ predictions about their upcoming ut-
terance, as proposed by the Thinking-for-Speaking / Thinking-for-
Listening hypothesis (Slobin, 1996, 2003; see also Huettig et al.,
2011)? If so, might such expectations influence the apprehension pro-
cess, i.e., what is extracted from a scene or how it is extracted?

Relatedly, might cross-linguistic differences in how events are typi-
cally encoded in utterances influence this process even during visual
preview—and perhaps even in situations that do not explicitly involve
interpreting or anticipating linguistic input? Recently, Soroli (2024)
explored these questions experimentally by comparing French and En-
glish speakers’ visual interrogation of movies depicting motion events
(e.g., riding, crawling, etc.) under tasks that either did or did not involve
native-language input. While the pattern of findings is complex, they do
point to some influences of native language on event interrogation,
especially when linguistic input is part of the task, in line with Thinking-
for-Listening/Speaking.

These findings point to the importance of considering the limits of
rapid event apprehension (as outlined in Section 2.2). While the early
extraction of event gist may support language comprehension in many
contexts, it does not always yield fully specified representa-
tions—especially regarding details such as participant identity or fine-
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grained role assignment (as discussed in Section 3 below). In such
cases, event construal may proceed more incrementally, leaving room
for language to guide attention or bias interpretation while details are
still being determined (e.g., Nappa et al., 2009). Critically, systemati-
cally manipulating preview time—from no preview, to brief glimpses, to
extended viewing—provides a means to test whether these language-
driven effects emerge only after an initial, relatively “language-
neutral” gist has formed or whether they influence event apprehension
from the very start.

Such methods could also address broader theoretical debates: Are
language-specific effects on event processing deep and enduring, or do
they instead arise only transiently in specific online processing contexts?
(For extensive discussion of these issues, see Gleitman and Papafragou,
2013). Although preview-time manipulations have proven valuable in
object-based comprehension studies, they have yet to be fully leveraged
in cross-linguistic research on events, making this a promising direction
for future research.

3.2. Studies of language production

Studies of language production (using the VWP and other methods)
have been more centrally concerned with the relationship between
event apprehension and linguistic encoding (see Unal et al., 2024, for a
review of relevant empirical and theoretical work). Rather than rele-
gating scene apprehension (perception) to a preview stage, even the very
first VWP production study (Griffin and Bock, 2000) tackled the issue of
the temporal relationship and potential temporal overlap between these
two processes. In a series of experiments, participants’ eye movements
were recorded as they viewed line drawings of two-participant actions
(e.g., a mailman chasing a dog) and performed one of several different
tasks. In a “Patient-search” task in which participants had to identify the
Patient in a scene, eye movements diverged between Agents and Patients
after 300 ms, signaling a rapid understanding of the event’s relational
structure. Patterns in a scene description task corroborated these find-
ings: while eye movements during the first 300 ms did not predict the
speaker’s choice of a Subject, fixations occurring about one second
before speech onset did. Taken together, these findings led Griffin and
Bock to suggest that event description in language production unfolds in
two stages: an initial stage of holistic event apprehension (akin to rapid
gist extraction), followed by a second stage where remaining fixations
are dedicated to planning the utterance. This view is highly compatible
with (and prescient of) the results sketched above in Section 2 regarding
rapid extraction of event gist.

However, subsequent work suggests that this temporal separation
between apprehension and linguistic planning may be too strict. In a
study similar to Griffin and Bock, Gleitman et al. (2007) found, contrary
to the two-stage model, that initial fixation positions on characters in a
scene partially predicted the later order-of-mention in participants’
descriptions, indicating that perceptual and linguistic processes may
interact in a cascading fashion. For instance, participants who first
fixated on a man in an image of a dog chasing a man were more likely to
produce the (dispreferred) description “A man is running from a dog”
than those who first looked at the dog. This pattern held across various
perspective-predicate pairs (e.g., win/lose, give/get, buy/sell), which
describe the same event from different event participants’ perspectives.
A plausible interpretation that still aligns with Griffin and Bock’s two-
stage model is that initial fixation positions alter figure-ground assign-
ment (i.e., which event participant is most prominent in the non-
linguistic event representation), which subsequently impacts linguistic
output. Although we endorse this explanation, Gleitman et al. also found
that initial fixation influenced order-of-mention in cases where figure-
ground relationships were held constant (e.g., in reciprocal in-
teractions, such as a dog and a cat growling at each other, “a dog and a
cat...” versus “a cat and a dog...”). This suggests that early fixation on a
character not only affects event apprehension but also directly facilitates
linguistic encoding of that character, leading to earlier mention in a
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cascading sequence. This cascading model is further supported by
studies showing that even parafoveally presented objects can activate
lexical representations (e.g., Malpass and Meyer, 2010).

3.2.1. Sequential attention in encoding complex event structure

It is also unlikely that event apprehension is always entirely
completed in an initial gist extraction stage, especially for more complex
or ambiguous events. Studies demonstrating rapid and automatic
extraction of event information have largely focused on simple and
relatively unambiguous Agent-Patient or symmetrical social in-
teractions, such as those discussed in Section 2.2 (Dobel et al., 2010;
Glanemann et al., 2016; Hafri et al., 2013, 2018; Isik et al., 2020; Vettori
et al., 2024b). In contrast, for more complex or ambiguous events, fix-
ations—guided by this initial gist—may be needed to refine and update
event representations. This refinement may be necessary not only to
determine participant identity (as discussed in Section 2.2), but also to
resolve aspects of the event structure itself. Evidence for this staged
refinement, while still emerging, is supported by several lines of
research. For instance, Yin et al. (2022) found asymmetries in how
object-transfer events like giving and taking are encoded in working
memory. Participants had more difficulty detecting changes to the
participant who lost an object to a taker than to the one who received it
from a giver, revealing biases in how events like giving and taking are
represented. Similarly, studies of motion events show that Goals are
encoded with greater fidelity than Sources, particularly in events

(A)

Brain Research 1869 (2025) 150000

involving animate Figures (Lakusta and Landau, 2012; Lakusta et al.,
2007; cf. Y. Chen et al. (2024)). Additionally, encoding certain spatial
relations, such as one object being above or to the left of another, ap-
pears to require deliberate initiation of a visual routine in the form of
sequential attentional shifts from the Figure to the Ground object
(Franconeri et al., 2012; Yuan et al., 2016).

A more recent role-identification study involving eye-tracking dur-
ing apprehension further supports the view that roles for certain types of
complex events require more effortful (or simply longer) scene analysis
to extract. Unal et al. (2024), inspired by the Patient-search task of
Griffin and Bock (2000), examined the time course of identifying roles in
static images of caused-motion events, with different participants per-
forming Agent, Patient, Goal, and Instrument searches (see Fig. 3A). Eye
movement data showed rapid extraction of each role type, but with
systematic delays in line with the Thematic Hierarchy (Baker, 1997;
Jackendoff, 1990), where roles differ in prominence: Agents, followed
by Patients, Goals, and finally Instruments (see Fig. 3B). This temporal
ordering held even when statistically controlling for factors such as size
and distance from central fixation. Interestingly, role identification often
appeared to depend on overtly attending to other event participants
first. For example, participants searching for the Patient (always inani-
mate) showed evidence of attending to the Agent; those searching for the
(inanimate) Goal attended to both Agent and Patient; and those
searching for the Instrument attended to the Agent and Patient but not
the Goal (see Fig. 3C). While alternative explanations remain to be
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Fig. 3. A. Example stimulus image from Unal et al. (2024): a caused-motion event involving a man (Agent) pushing dirt (Patient) into a dustpan (Goal) using a broom
(Instrument). B. Eye movements (Exp. 2 of Unal et al.) for four different groups of participants tasked with searching for either the Agent, Patient, Goal, or In-
strument. Correct trials only. C. The same eye movement data, including looks to competing (task-incorrect) event roles. Searching for Agents shows little
consideration of other roles. Searching for Patients shows consideration of Agents but not other roles. Searching for Goals shows consideration of both Agents and
Patients but not Instruments. Searching for Instruments shows consideration of Agents and Patients but not Goals. Shaded areas in B and C indicate standard error of

participant means. Figure adapted from Unal et al. (Copyright 2024).
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tested (including the degree to which animacy differences led to certain
inferences about roles), these findings suggest that forming a complete
event representation that includes certain event components (e.g.,
Goals) requires targeted, overt attention to other, more prominent
components (e.g., Agents and Patients) (see also Wilson et al., 2011;
Wilson et al., 2014).

Together, this set of work reveals a more nuanced picture of event
apprehension, indicating that apprehension of more complex events
(involving roles beyond just Agents and Patients) may proceed through a
sequence of interdependent, attention-guided processes. What makes
additional attention useful (or perhaps even necessary) for encoding
such roles needs to be a topic of further research. It may be that to
overcome initial biases in how certain events or other relations are
encoded structurally, more effortful visual routines must be initiated,
akin to the basic routines for mid-level vision tasks like detecting
collinearity or containment in geometric scenes (Ullman, 1984; Ullman,
1996; Jolicoeur et al., 1991; McCormick and Jolicoeur, 1992).

3.2.2. Task-dependent effects of language on visual event apprehension

Beyond these perceptual findings, there is growing evidence that
language itself can modulate how events are visually apprehended in
certain contexts—a form of “Looking-for-Speaking.” Isasi-Isasmendi
et al. (2023) compared Basque and Spanish speakers, two populations
differing in how their languages mark Agents: Basque overtly case-
marks Agent roles (with ergative case), whereas Spanish typically does
not. In a scene description task, Basque speakers showed more frequent
fixations to Agents than Spanish speakers—a difference that persisted
even in a nonlinguistic memory task. Although some effects varied with
task order, overall these findings suggest that long-term experience with
a particular linguistic encoding can shape overt visual attention in
certain linguistic and non-linguistic tasks (see also Gerwien and Flecken,
2016). Relatedly, Sauppe and Flecken (2021) demonstrated that the
sentence structure that participants were instructed to use when
describing an event (e.g., active vs. passive voice) altered their initial
fixations to Agents and Patients when viewing a separate, briefly dis-
played peripheral image. These results extend the classic “Thinking-for-
Speaking” view, showing that even abstract features of linguistic plan-
ning (e.g., which role will be mentioned first) can bias where overt
attention is allocated during event apprehension.

Other studies converge on a similar conclusion but suggest that such
effects may depend on task demands. For example, cross-linguistic work
comparing English and Greek speakers has shown differences in how
motion events are encoded—English tends to lexicalize manner of mo-
tion (e.g., skip, run), whereas Greek more often encodes path (e.g.,
ascend, exit)—with corresponding differences in eye movements when
memory demands are high or when overt verbalization is required
(Papafragou et al., 2008; Trueswell and Papafragou, 2010). Together,
these findings suggest that while language experience can bias event
construal and attention, enduring differences in early event apprehen-
sion appear limited, with the most robust effects emerging when lan-
guage is actively engaged or when the non-linguistic task is particularly
demanding.

In sum, our theoretical position advocates for a cascading model in
which event apprehension and linguistic encoding are dynamically
interconnected, rather than separated into discrete stages. This view
suggests that eye movements in language production tasks serve mul-
tiple overlapping functions: they not only reflect the allocation of overt
attention for event apprehension but also directly influence the
sequence of linguistic encoding, including figure-ground assignment and
role order within descriptions. The fact that linguistic factors such as
sentence structure or case marking can sometimes influence early fix-
ations—at least when the task involves use of language—suggests that
event apprehension is not fully insulated from language. An intriguing
implication is that, if linguistic structure is made relevant before or
during event construal, similar language-specific effects could also
emerge in comprehension, shaping how events are visually apprehended
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in real time.
4. Conclusions

Here we have offered an examination of the role of eye movements in
event apprehension and linguistic processing within the framework of
the visual world paradigm (VWP). Across studies (both non-VWP and
VWP), a central finding is that relational information, such as who does
what to whom, is often extracted rapidly, spontaneously, and sometimes
even peripherally. This evidence demonstrates the ability of the visual
system to generate structured (and perhaps symbolic) representations of
relational content that are readily accessible to higher-level cognitive
processes, including language. Furthermore, the content of these rep-
resentations often includes inferred information about what has tran-
spired or what might soon after (e.g., that a kicking event observed for a
brief moment will be carried out in full; or that an ice cube in the process
of melting will continue to melt).

At the same time, event apprehension is not always complete at a
glance or from extrafoveal input. While coarse relational structure can
be established rapidly (e.g., with relational roles such as Agent or Patient
bound to entities in certain spatial locations), details such as the precise
identities of individual event participants, fine-grained role assign-
ments, or perspective-dependent construals (e.g., chase vs. flee) may
require additional fixations. These open-ended aspects of early event
apprehension may create opportunities for language—and cross-
linguistic differences in how events are encoded—to guide attention
and influence how events are construed, particularly in the context of
language comprehension.

Production studies further reveal that event apprehension and lin-
guistic encoding unfold in a cascading, integrated fashion rather than as
strictly separate stages. Even early fixations appear to directly influence
linguistic planning, including figure-ground assignment and order of
mention (e.g., dog chases man vs. man runs from dog), while later fixations
refine initially established role assignments, especially for events
involving less prominent roles (e.g., Instruments, Goals, or Recipients).
Moreover, language itself can sometimes bias how events are visually
inspected, particularly when observers are engaged in demanding tasks
and language is available as a tool for encoding observed events in
memory.

Together, these findings demonstrate how the VWP can track, in real
time, how visual event structure is extracted and selectively refined to
meet the demands of comprehension and production. Eye movements
provide a direct window into how relational information supports and
constrains linguistic interpretation and utterance formulation and offer
a way to probe how language may guide attention as visual event rep-
resentations are being constructed. Preview-time manipulations, espe-
cially when combined with cross-linguistic designs, offer a promising
path for identifying whether and when language-driven influences
emerge and for addressing broader questions about how perception and
language work together to shape event understanding.
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